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Abstract Machine learning is a sub-field of data science that concentrates on designing algorithms that can learn from and make
predictions on the data. Presently recommendation frameworks are utilized to take care of the issue of the overwhelming amount
of information in every domain and enable the clients to concentrate on information that is significant to their area of interest.
One domain where such recommender systems can play a significant role to help college graduates to fulfill their dreams by
recommending a job based on their skill set. Currently, there are plenty of websites that provide heaps of information regarding
employment opportunities, but this task is extremely tedious for students as they need to go through large amounts of
information to find the ideal job. And many students are not aware of which job is suitable for them. Nowadays, the IT fields
are in aboom. Many engineering students are learning some technical skills by doing some courses but they don’t know which
skill is for which job. Simultaneously, existing job recommendation systems only take into consideration the domain in which
the user is interested while ignoring their profile and skillset, which can help recommend jobs that are tailor-made for the user.
This paper examines the user’s resume then compares the knowledge of degree, soft skills, hard skills, and the projects he has
done and then only the system recommends the jobs for that user. The system not only recommends the jobs but also shows
the score of his/her resume for the respective job. Then, the system also recommends skills to improve the scores of their
resume.

Index Terms: Skill set, Cosine Similarity, Jaccard Similarity, Euclidean Similarity

I. INTRODUCTION

A recent report claims that most college graduates have difficulty in choosing their domain in their job. Many engineers are
trying to shift the domain from their field to IT. So, they are doing some courses in online and randomly searching for a job.
Nowadays, IT fields are the targets of many students but they don’t know which domain is fit for them. To avoid this situation
candidates, need a Job recommendation that analyses the skills to recommend a suitable job for the candidate. The solution
is to design a system that reads a resume and their skills. The resumes are going through pre-processing to make the design
more efficient. For pre-processing top words and porter stemmer, Porter Stemmer will make every word their root word, and
stop words will remove every meaningless word. This makes the system more efficient. Using tf-idf vectorizer for both resume
and job description. Then compare the skills in the resume and description.

For comparing, it uses the Cosine Similarity function and finds the scores of the resume for the respective jobs. Now it sorts
the list in descending order with respect to their scores. Now, he got a hierarchical order of jobs from top tobottom. So, he
can go with the first job or second which the skill he had already. He can be successful in that domain. The System not only
shows the job but also recommends the skills to be improved for the job. Because of this, the candidate can train
himself/herself for the future purpose and be a more achievable or talented person in his/her domain.

The proposed work focuses on predicting the suitable jobs for the candidates. It uses machine learning models to find
similarities between jobs description and resumes to predict accurately. This application can be used by any candidates who
need or who wantto know about their suitable jobs and to improve themselves with both soft skills and hard skills. It will be
helpful to them by not wasting their time searching for jobs. They can also grow their skills in their domain and grow faster
in their domain.
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11 DATASET

Two Kaggle resources and some from google searches were combined to produce a Job Dataset. | gather resume data from my
friends. 13001 job descriptions are included in Job Dataset in .csv format. Each row has a different Id and three Features. The
features include Job Title, 1D, Query, and Description. Another dataset exists, it is called the skill dataset. The information
for the skill dataset is gathered from Google by looking up each job. The job title and skills are included. There are 32 rows
of specific job skills listed.

Table 1.1 Summary of the dataset

Type of Dataset Number of rows
Job description 13000
Resumes 101
Job skills 32

1.2 METHODOLOGY

To find suitable jobs and their scores, this application receives the resume and has a dataset for a job with their description. It
will pre-process the resume and job description with the stop words and porter’s stemmer. Then it reduces into a meaningful
bag of words. Now the application uses a tf-idf vectorizer to convert a raw text into a matrix which makes it easy while
compare. The main step is comparing the two bag words. For that, it uses the Cosine Similarity function, which is an angle-
dependent calculation. By using cosine, it has a list of jobs in descending order with respect to scores. The system will move
on to the next progress which is finding the skills to be improved by the candidates. The system will take the resume and the
skills dataset then compares both and display the skills which are all not in the resume.

The major contribution of this work is as follows: The large MNC businesses use the mechanism currently in place for
employment recommendations. The method is employed by businesses, not by regular people. If not, they will charge a small
subscription fee to check the user's career options. The system functions for the average guy from city to village to modify this
predicament. Because the students would look for employment based on their own skills, this approach will reduce
unemployment. This company will also grow more quickly, which will result in more job openings.

The goal of the proposed work is to suggest a job that is ideal for the user. It displays the hierarchical jobs that are best for
the user, not just one job. Additionally, it suggests skills for the jobs that were suggested for the user. This project is intended
for someone who simply has no idea what they are going to do. Additionally, there are no logins available because doing so
increases the likelihood that users would reject you. The subsequent chapter goes over the specifics of the implementation.
The rest of the paper organizes as follows: Chapter 2 provides the literature review conducted for this project. Chapter 3
presents the System Design and Architecture of the project along with the methodology. Chapter 4 discusses the algorithms
proposed in this project. Chapter 5 presents the project conclusion and future works on this project.
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1. LITERATURE REVIEW

Existing works are mainly found for the company to select a candidate who is fit for their vacancy[17]. There are many
experiments for calculating the four recommendation algorithm but with a different distance formula namely the Minkowski
distance [5]. And some others are tried a different recommender system like collaborative which only helps when there are
more data to relate. That won’t help for a person who is searching that which job is the correct choice for him/her. R.J.
Mooney and L. Roy used Content-Based Book Recommending[1] where the content-based recommendation helps for a cold
start. And someauthors also say that a content-based recommender is best when they researched a comparison study of job
recommendations [9].

A recommender system is not only the main part of accurate prediction. There are some other things like vectorizing the
words and then similarity functions. Authors like Shouning Qu[3], and Li-Ping Jing[2] said that for text mining, tf-idf is the
best approach for text feature selection. Ravali Boorugu has researched NLP and tried various text summarization
techniques[14][19]. Some papers also say about similarity detection with many languages 8][10]. Jeevamol Joy and Renumol
V G [16] discussed which similarity is the best one for a content-based recommending system. They finally concluded that
cosine similarity is the best similarity for content based recommended system. Cosine similarity is not only used for
recommender systems but is used to find the similarity functions between two sentences or two paragraphs[8][20].
Mohammad Alobed has tried “A Comparative Analysis of Euclidean, Jaccard, and Cosine Similarity Measure and
Arabic Wordnet for Automated Arabic Essay Scoring”[21], and L. Zahrotum also compared jaccarJaccardidean and cosine
similarity. They both said that Cosine similarity with all stemming types has the lowest error compared with the Jaccard and
Euclidean similarity[7]. There is already a system that worked with both tf-idf and cosine similarity recommendations. It is
used for patient support forums[6]. Tanya V. Yadalam, Vaishnavi, M. Gowda, and Vanditha researched those career
recommendations content-based filtering which was mostly like my project but inside it, they mostly discussed security,
transparency for the data, and the framework [15].

Most works are just built for the companies or for the purpose of making money from the people by giving some irrelevant
choices. Many were using collaborative recommendation, which recommends the many searched jobs or the jobs which
were chosen by some other. It only works if the system deals with more number of resumes which seems it can only be used
by the companies. Some systems are asking to log in and some were asked to buy subscriptions. Logging in makes you
redirect some spam mails.

In many papers, they have been solved through content recommender which is not enough. A literature paper[15] had done
research on content recommender system, tfidf vectorizer, and cosine similarity in a row but in that the author doesn’t think
about the implementation process and only concentrated more on securing the data.

I11. SYSTEM DESIGN

In this chapter, it discusses about a quick overview of the system's architectural design and an explanation of the architecture.
Every module that is employed in the architecture design will be understood well.

3.1 OVERALL HIGH-LEVEL ARCHITECTURE

The high Lehigh-level architecture diagram Figure 3.1 displays the system's overall layout. A file with a job dataset contains
the name and description of the job. Resume data is information that the user entered.
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Figure 3.1 High Level Architecture Diagram

The folder was read and then saved for later use. Using the tf-idf vectorizer, a matrix can be created from raw data for both
the employment dataset and the

user-collected resume. Then, using a method in similarity functions known as Cosine-Similarity, it will determine the scores
between the job description of the job dataset and the resume. It involves calculating the total of the vectors dot products
divided by the sum of their products divided by the products of their lengths. It will first display the top jobs and their scores
in table format before visualizing the results in a pie chart. The system will then analyze the user's resume and the skill dataset
to suggest skills that should be improved.

index

Top Jobs

Skills

Figure 3.2: Modular View

The Modular view Figure 3.2 provides better visualization of the system design. Index is the area where the user uploads a
resume. Top Jobs will be recommended in descending order with scores. Visualizing the recommended jobs and scores.
Skills show the skills that need to be improved for the respective jobs.
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3.2 DETAILED DESIGN

3.2.1 Preprocessing

To obtain the cleaned dataset, it processes the data using Porter Stemmer and Stop words in Preprocessing Figure 3.3. "ID,"
"Query," "Job Title," and "Job Description™ are all included in the Job dataset file. In this case, Query superset Job Title as
the job. Therefore, only the superset portion, Query, and its explanation are required in this system.

PorterStemmer

R EE— Stopwords —

Figure 3.3: Preprocessing

To compare, the system doesn’t require terms like "is" or "are" that don't give a score or points, therefore it only reads or
chooses those two traits. Therefore, Stop words are employed to eliminate all the pointless/meaningless words. Porter
Stemmer then used to lower the word frequency. An algorithm for stemming is Porter Stemmer. Stemming is the process of
stripping a word down to its root, or lemma, which attaches to suffixes, prefixes, or other roots to form a base word. For
instance, the basic forms run, runs, running, and ran are all variations of the same basic form; run is the lemma. In the
appendices, the Porter Stemmer algorithm and comprehensive version are written. In this module, the old dataset will be
processed to produce a new, cleaned dataset that contains just lemma terms. Utilizes nltk (Natural Language Toolkit).

3.2.2 Similarity Function Module

A resume that was obtained from a user in text format and a cleaned employment dataset make up the Similarity Function
Module Figure 3.4. There is also a resume validation that, when the user tries to select a file, only displays the (.txt) file in
the file manager. The machine selected cosine similarity with tf-idf vectorizer for this process.

ti-idf

I

I

I

I

'

1 Csv 1 vectorizer
| 1

I 1

| ' j cosine Similarity
: Job_dataset :

\ (.CSV) .

| ! — t-idf

: : vectorizer
! e

| ]

| |

| ]

| '

| ]

| '

| |

Eaa o e e 4

Figure 3.4 Similarity Function Module

The resume and the cleaned job dataset are both included in the Cosine Similarity function, which is processed by stopwords
and porterStemmer (which was also used to analyse the job dataset's description). Now, a processed text file is also a resume.
Use tf-idf, which stands for term frequency-inverse document frequency. Tf-idf was applied to both the processed resume
and description. We are given a matrix of values that is already included in the raw text. The more often a term appears in a
document, the higher it is regarded by the tf-idf. In order to account for the fact that a few terms appear more frequently
overall, it isbalanced by the number of documents in the corpus that contain the word. After receiving a matrix value system,
the cosine similarity formula can be used to continue. The formula is the sum of the vectors' dot products divided by the sum
of the vector products divided by the vector products of lengths. Once the algorithm is operational, the system can produce
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scores indicating how closely the job description and the resume match. Change the order of the scores that it is descending
to display the results. so that the user may quickly select the top-rated jobs and focus on them.

3.2.3 Skills Recommending Module

The Skills Recommending Module Figure 3.5 will demonstrate the workflow of the system that uses resumes and a skill
dataset to identify the top five skills for each position. The following paragraphs go into the implementation’s details.

[l
—— —
- T
| a—
Resume
data( txt)
> Skill Recommending
= = top 5 skills for your
mmender
csv # | Reco ende top 5 jobs

Skill_dataset
(.Csv)

Figure 3.5: Skills Recommending Module

The skill dataset and resumes are the inputs for this module. Skills for the jobs are contained in a skill dataset. The algorithm
will now compare the word list for both the skill dataset and the resume. Additionally, print the top five talents that don't
match the resume. The system will list the top 5 occupations and top 5 abilities that the resume holder needs to develop in
this module. There are several cleaning procedures for the skill dataset, such as deleting the prefix and suffix spaces used to
match the words.

1V. PSEUDOCODE AND ALGORITHM

4.1 PREPROCESSING

The pre-processing module will clean the data of the job description and resume and give cleaned data. The
algorithm is described in Algorithm 4.1.

Input: Job dataset (.csv file)

Output: Cleaned Job dataset (.csv file)

Algorithm 4.1 Preprocessing

1 read job dataset file

2: reading a file with pandas and store it in a variable k

3: separate only job and description attributes from k by using split in python

4: By using split operation it turns into list 5: for each word

in description

6: if word not in stopwords then

7. use the word into porterstemmer

8: then convert the list of stemmed words into a txt format 9: else left
10: save in a separate file

4.2 SIMILARITY FUNCTION MODULE

The similarity function module will get the resume from user and scan it. Then compare the resume and cleaned job
description to give the top jobs and scores for it. The Algorithm for compressing the images and masks is described in
Algorithm 4.2.
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Input: Cleaned job dataset and resume

Output: Recommending N jobs in descending order with respect to their scores.

Algorithm 4.2 Similarity Function Module

1: upload resume

2: if resume uploaded then

3: read and store a resume in a folder 4:  else indicates to

enter a file

5: convert the resume into list and remove the spaces, tabs, and empty elements

6: then the pre-processing module to the resume file

7 apply both job description and resume matrices to cosine similarity formula.

8: convert matrix into array

9: Job description array as arr1 and resume array as arr2 10: for I1 in arr1 and

creating a list asa

11: for 12 inarr2

12: store sum of 11 in s1 and sum of I2 in s2

13: applying to formula s1.s2 / float(s1.s2)**0.5 and append to the list

14: Return

15: sum the duplicate jobs

16: store it in a dictionary then average it with the total number of count 17:  sort in descending order

with respect to scores and display the results

The main work of my project were completed in Algorithm 4.2 and only recommending skills are left.

4.3 SKILLS RECOMMENDING MODULE
This module is used to recommend top 5 skills of top 5 jobs to the user to upgrade themselves. The Algorithm for
compressing the images and masks is described in Algorithm 4.3.

Input: Processed resume and skill dataset(.csv) file

Output: Top 5 skills for top 5 jobs

Algorithm 4.3 Skills Recommending Module

1: read the file skill dataset
2: reading a file with pandas and store it in a variable k 3: appending job to a
separate list and skills to a separate list 4:  zip the job and skills from skill dataset
5: pick the top 5 jobs from the output of similarity function module and save it in list
6: for element in top5jobs
7. skills = values of element from the skill dataset 8: for element in
skills
9: if element not in listofResume 10:
store in recskills list
11: else ignore
12: slice the recskills list with only 5elements 13:  display the job

and skills to be improved
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5 EXPERIMENTAL RESULTS AND OUTPUTS
The experiments and results of job arecommendation system with skills are discussed below.
5.1 PREPROCESSING

The job dataset will be processed by the system first. Using stop words and the porter stemmer process can be accelerated
and streamlined.

51.1 Job Dataset

There are four characteristics: 1D, Query, Job Title, and Description. The system will reduce it to only two attributes, Query
and Description. Comparing and addressing job descriptions, after that, eliminate any words with no meaning or score using
stop words. The words are then transformed into stem words using porter’s stemmer prefixes and suffixes are eliminated.

5.2 SIMILARITY FUNCTION MEASURES

This module explains why the system chose to use Cosine similarity over other similarities. Cosine similarity, Euclidean
similarity, and Jaccard similarity were the three similarities that the system examined. Additionally, the same cleaned Job
dataset and a resume in (.txt) format were used to test these three similarities. The experiments involving the application of
the three similarities are discussed in the chapter that follows.

5.2.1 Cosine Similarity Function

The resume and the cleaned job dataset are both included in the Cosine Similarity function, which is processed by stopwords
and porterStemmer (which was also used to analyze the job dataset's description). Now, a processed text file is also a resume.

=
'

'

)

[ — | tf-idf
vectorizer

cSsv

> cosine _| Recommending
Similarity #| top n jobs with
their scores.

Job_dataset

(.csv)
o000
=228 > tf-idf
vectorizer
Resume

data(.txt)
-

Figure 5.1: Cosine Similarity Function
The resume and the cleaned job dataset are both included in the Cosine Similarity function, which is processed by stop words

and porter Stemmer (which was also used to analyze the job dataset's description). Now, a processed text file is also a resume.
Use tf-idf, which stands for term frequency-inverse document frequency. Tf-idf was applied to both the processed resume
and description. It is given a matrix of values that is already included in the raw text. The more often a term appears in a
document, the higher it is regarded by the tf-idf. In order to account for the fact that a few terms appear more frequently
overall, it isbalanced by the number of documents in the corpus that contain the word. After receiving a matrix value system,
the cosine similarity formula can be used to continue. The formula is the sum of the vectors' dot products divided by the sum
of the vector products divided by the vector products of lengths. Once the algorithm is operational, the system can produce
scores indicating how closely the job description and the resume match. Change the scores order such that it is descending
to display the results. so that the user may quickly select the top-rated jobs and focus on them. For eg. (the first job title is
data scientist and there are 400 data scientist’s description and it shows scores for every description). Then sum the scores of
a job which are similar and divide it with the total number of description (i.e 400). After that store the job and description in
dictionary has keys and values. Display the output by changing the scores into descending order. So that user can easily pick
the top rated jobs and concentrate to it.
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Output :

[[0.03045476]
[0.03006555]
[0.05061363]

[0.04477969]
[0.03904993]
[0.1612549 ]]

Figure 5.2: Cosine Similarity in Array

The points in the array are shown in the previous picture Figure 5.2. Thisdisplays scores for all jobs, not just unique jobs.
The array value should then be averaged to determine a score for each individual jobs.

Top32 predictions for you in IT Industry:

-B56717992481852456
-BO528775891 7762171

- 8490892395 7169129
-BATEIRVATEOIARIIE

- BA61A9231 200662 756
- 2428828067551 389

- 8123238498006 34998
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-B2V53ITF21980209087F
-B327489323684A51 32285

- B2 73920551 752545549
-B3721 12663839505
-B9269698929391 63872

- 236668967 72344439
-B36270209474A49027

- 2360501018665 74816
-B35787200238588971
-B35556 779829239314
-B83528564147a24 71515
- 829991 5680242826860
-82A1 8708485347036

- 832291 80561 7986259
-8921632284164 728861

- 228565 718415939235

wWeb Dewveloper
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Ssoftware Engineer
Software Developer

Cloud Services Dewveloper
Data wvisual tion Expert
Information Security Analyst
Software Tester

Data Scienrtist

Network Architect

Project Manager

Machine Learning

Big Data Engineer
Technology Integration
DewvOops Engineer
Statistics

Business Intelligence Analyst
Deep Learning

Data and Aanalytics Manager
Data Engineer

Artificial Intelligence
Data Quality Manager
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Database Administrator
Cloud Architect

IT Systems Administrator
Business Analyst

Data Architect

Technical Operations

IT Co il tamt

Data ehousing

sAaP Consultamt

COQ0C0CO000000CCO00CO0000000CERCC0O00

Figure 5.3: Cosine Similarity Output
52.2 Euclidean Similarity Function

The Euclidean Similarity also consists of the same input which was given

to the Cosine similarity function. The same process goes under Euclidean alsobut in cosine it used tf-idf vectorizer but here
it uses count vectorizer. It is used to transform a given text into a vector on the basis of the frequency (count) of each word
that occurs in the entire text. After converting the text into matrix value system is ready to proceed in a Euclidean similarity
formula.

Euclidean Similarity = 1/ (1+(d(x,y))) d(x,y) = V[ (x2— X1)? + (y2— y1)*]
where, x and y are coordinates. (5.1)
As soon as the formula begins to produce results, scores that indicate how closely the job description and the resume match

are displayed. Change the scores' order such that it is descending to display the results. so that the user may quickly select
the top-rated jobs and focus on them.
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Figure 5.4: Euclidean Similarity Output

- BAPEGO36B896562 72
-83903111583205355
-83282167232901529595
-B27756806999186524
-©358571424146214
-835252419249136232
-834956184802463874
-8314915102592a11329
-B22828135384225115
-B3378608383155658
-@3275684955016265
-B2278718820689576

- 8335881661281 7767
-832202978A276764694
-B82259863256 /464675
- 0324904952749 73
-83215788658669565
-B8219986812329859516
-B31 86465204 7820706
-821710202099a28215
-82152382241613967
-B313272A2A201583225
-821224838105684197
-B307 296970565 79755
-832051e898235116641

- 820158879644 732219

- 0294515830 7588788
-B@2928650752178079
-B2900856938581060226
-B28A54285453672436
-@2829775256087112
-B2765816023467/0216

5.2.3 Jaccard Similarity Function

The identical input used by the Euclidean and Cosine similarity functions is also used by the Jaccard similarity function. The
only difference is in the metrics the cosine and Euclidean similarity data flows are identical. Here, the system makes no use
of a vectorizer; it merely measures the number of words in both the processed job description and processed resume. Apply
the Jaccard formula next. The number of observations in both sets divided by the number in eitherset is the Jaccard formula.
To put it another way, |AB| / |AB|.

As soon as the formula begins to produce results, scores that indicate how closely the job'description and the resume match
are displayed. Change the scores' order such that it is descending to display the results. So, that the user may quickly select
the top-rated jobs and focus on them.
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Output :
sapP consultant B8.87354617 /50748651
DevOops Englneer B.8718833241424618
Web Dewveloper ©.8710719969763627
IT Consultant ©.86751748436412032
Data Warehousing ©.86732230998153271
software Tester ©.866553748084629533
Deep Learning B8.06614840351199137
Data Analyst ©.06608758738122223
Business Intelligence Analyst 0.0659043791 7941669
Data S entist ©.86423149991 77646199
Network Architect 8.06438869541851348
software Engineer 0.0631463896713258032
Artificial Intelligence ©.06341819951140125
Full stack Developer ©.86333926750002672
Statistics 2.06221660665887105
Data Visualization Expert 8.06226745573213723
Data Engineer B8.06186979631793551
Information Security Analyst ©.06141972571282732
Technology Integration ©.86185588169419033
Machine Learning 8.86894220636733211
Big Data Engineer B8.86889754307168716
Data Architect B8.8060517241491609261415
Software Dewveloper 8.06833821874142057
Project Manager ©.060062864837091138
Data Quality Manager ©.05930716968694333
Cloud Aarchitect B8.8592322241665236205
Business Analyst ©.059075266R4A1 77797
Cloud Serwvices Dewveloper 8.858993958411416546
Database Administrator ©.8583270708399463
Data and Analytics Manager 8.85798851150068207
IT Systems Administrator 8.856286933977149195
Technical Operations ©.85587 748523315229
Figure 5.5: Jaccard Similarity Output
524 Cosine or Euclidean or Jaccard

The positions that are advised for each of the three similarity functions. The system will now determine which is superior.
Offered my guide or mam a CV, the job list, and requested her to order the position. The top ten jobs out of thirty two were
ranked by mam, who then verified it with the three outputs. Mam's perspective and the cosine similarity recommendation
are practically identical. It compares the Cosine, Euclidean, and Jaccard similarity functions in the research paper.
Mohammad Alobed said in the paper that cosine similarity is superior to the other two. A Comparative Analysis of Euclidean,
Jaccard, and Cosine Similarity Measure and Arabic Wordnet for Automated Arabic Essay Scoring™ is the title of the paper

that is related to the literature review.

['contact', ‘arun’, 'kumar', ‘a’, ‘crarun’, ‘gmail’, ‘com’, 'kavarai', 'street', 'west', ‘saidapet’, ‘chennai’, ‘https', ‘ww', 'linkedin', ‘com’, ‘in’, ‘arun
, 'kumar', ‘a', 'objective’, ‘as', 'a', 'recent’, 'graduate’, 'i', 'an’, 'seeking', ‘a‘, 'role’, 'which', ‘allows', 'me', 'to', 'continue', 'learning', ‘and’,
‘perfecting’, 'my', 'skills', ‘as', 'i', ‘provide’, 'high', 'quality’, ‘work', ‘and', 'encourages', ‘me', 'to’, 'flourish', ‘as’, ‘a', 'software', ‘engineer',
‘education’, ‘anna‘, ‘university', ‘college’, 'of', ‘engineering', 'm', 'c', 'a', 'madras’, 'christian’, 'college’, 'b', 'sc', 'mathematics', ‘annai’, 'veilank
anni', 's', 'mat', 'hr', 'sec’, 'school', 'hsc', ‘annai’, ‘veilankanni', 's', ‘mat, 'hr', ‘sec’, ‘school', ‘sslc', ‘skills', ‘leadership', ‘problem’, ‘solving

', ‘comunication’, ‘adaptability’, 'creativity', 'python’, 'html', 'sql’, ‘java', ‘javascript', ‘projects', ‘gaming', ‘website', ‘rockpaperscissor', ‘game’,
created’, 'with', 'nodejs’, ‘and’, ‘express’, 'in', 'mern’, ‘concept’, ‘then’, ‘html‘, ‘and’, ‘css’, ‘for', “frontend’, ‘developed’, ‘in‘, ‘visual', ‘studio’
‘platforn’, ‘achievements', ‘awards', ‘acted', ‘as’, ‘chairman’, ‘of', 'the', 'department', 'of', 'mathematics', 'madras’, 'christian’, ‘college’, ‘for', 'the
, ‘academic’, 'year', 'of', 'secured', ‘first', ‘place’, 'in', ‘marketing', 'genius', ‘an’, 'event', ‘conducted', 'by’, 'christ', 'university', ‘bangalore', ‘p
articipated', 'in', 'the', 'guinness', ‘world', 'record', ‘event', 'most’, 'user', 'to', 'take', 'an’, ‘online', 'program’, ‘which', ‘was', ‘organized', 'by',
‘guvi', 'geek’, 'metwork’, ‘private’, 'limited', 'language’, "tamil', 'english']

Figure 5.6: Resume in List

The above figure 5.6 is showing the processed resume which is in list format.
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['jquery', 'less', ‘angular', ‘reactjs', ‘ruby', ‘.net’, 'mysql’, 'mongodb’, ‘oracle’, ‘sqlserver', 'varnish', ‘memcached', 'redis', 'prototypedesign’, ‘ui/uxd

ving', ‘criticalthinking', ‘communicationskills', ‘interpersonalskills', ‘self-awareness', 'self-learning', 'accountability', ‘timemanagement', 'emotionalintel
ligence.']

onnu over

['Linux/unix', ‘perl', "shell‘, ‘ruby', 'php’, 'c’, 'ctt', 'ci', "asp.netmvc', ‘webapi', ‘node.js', 'problemsolver, ‘uitoolkits', ‘uiframeworks', 'managingski
115", ‘"rubyonrails', ‘communicationskills', ‘computerarchitecture', ‘operatingsystens', 'datastructures', ‘troubleshoot’, 'debug.]

onnu over

['datastructure', ‘algorithms’, 'c++', 'php', 'visualcode', ‘pycharm’, ‘spyder’, ‘jupyter', ‘eclipse’, 'netbeans', ‘intellijidea’, ‘mongodb’, ‘cassandra’, ‘red
is', 'cloudarchitecture’, "windows', ‘mac’, 'linux', 'git', 'github', “teamiork', ‘attentiontodetail', ‘multitasking', ‘problem-solving.'

onnu over

['aws', ‘microsoftazure’, ‘gep’, ‘ibm', ‘oraclecloudinfrastructure', ‘digitaloceanandalibabacloud’, ‘openstack’, ‘apachecloudstack’, ‘rest', ‘graphql’, ‘relati

onnu over:
[['webdesign', 'servers', 'databases', ‘webhosting', ‘.net'], ['jquery’, ‘less’, ‘angular', 'reactjs', ‘ruby'], ['linux/unix', 'perl', ‘shell’, ‘ruby", 'php'],
[ 'datastructure', ‘algorithms’, ‘c++', 'php', 'visualcode'], ['aws’, 'microsoftazure', ‘gep’, ‘ibm', ‘oraclecloudinfrastructure']]

Figure 5.7: Skills in List

The above figure 5.7 is showing the processed skills which are in list format.

Expert Recommended Output:

Table 5.1 Expert recommended top 10 jobs

=z
)

JOBS

WEB DEVELOPER

FULL STACK DEVELOPER
SOFTWARE DEVELOPER
SOFTWARE ENGINEER

DATA VISUALIZATION EXPERT
SOFTWARE TESTER

DATA SCIENTIST

DATA ANALYST
INFORMATION SECURITY ANALYST
MACHINE LEARNING

OO [N[o[Oa[R[WINTFTO

(==Y
S

The Cosine Similarity Function is the best to use, the system can conclude after comparison with the table. Therefore, cosine
was implemented, and the user interface showed the output. All of those will be seen in the following pages.

53 VISUALIZATION

After getting the top-recommended jobs and their scores. The system will display it as a pie chart. Google Charts were
utilized for visualization. Pie-chart has been constructed by using the keys and values from the Similarity Functions solution.
It is a three-dimensional pie chart. The label is included in a three-dimensional pie chart, and it is distinguished by different
colors. The job names will then be listed at the side of the three-dimensional pie chart in descending order according to the
result of cosine similarity functions. Moreover, a drop-down arrow will be present. The drop-down arrow is used to display
all thirty-two jobs that appeared in the list.
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5.4

A processed Resume and a skill dataset are required for skill recommendation. A resume with stop words and a porter

Visualizing your Scores

@ Web Developer
@ Full Stack Developer
@ Software Engineer
@ Software Developer
@ Cloud Services Developer
@ Data Visualization Expert
@ Information Security Analyst
@ Software Tester
@ Data Scientist
@ Network Architect
@ Project Manager
Software Engineer @ Machine Learning
49.089 (3.9%)

13V

Figure 5.8: Pie Chart Output

SKILL RECOMMENDATION

stemmer will be processed and turned into a list of words. Job and skills are the two attributes of the skill dataset.

Actual Input

A

B ¢ | o | E | F | 6 | H | u | | k | ¢ | M | N | o

jobs

Full Stack Developer
Web Developer

Machine Learning
Software Developer
Cloud Services Developer
Software Engineer

Data Scientist

Big Data Engineer

Data Visualization Expert
Software Tester

DevOps Engineer
Artificial Intelligence
Data Architect

Data Engineer

skills

HTML, CSS, JavaScript, jQuery, LESS, Angular, ReactJS, Java, Python, Ruby, .Net, MySQL, MongoDB, Oracle, SQLServer , varnish, Memcached, Redis, prot:
HTML, CSS, web design, JavaScript, servers, databases,Web Hosting, .NET, Git, JS Libraries, JS Frameworks, cybersecurity, SQL, MySQL, Active listening, T
Python, SQL, TensorFlow, Weka, MATLAB,R Programming, hypothesis testing, data modeling, proficiency in mathematics, probability, statistics, jupyte
Data structure, algorithms, C++, HTML, CSS, Java, JavaScript, Python, PHP, Visual code,PyCharm, Spyder, Jupyter, Eclipse, NetBeans, IntelliJ IDEA, Mongc
AWS, Microsoft Azure, GCP, IBM, Oracle Cloud Infrastructure, DigitalOcean and Alibaba Cloud, OpenStack, Apache CloudStack, Java, JavaScript, Python,
JavaScript, Linux/Unix, Perl, Shell, Java, Ruby, PHP, Python, Java, C, C++, C#, SQL, ASP.NET MVC, Web API, Node.js, problem solver, Ul Toolkits, Ul fram
Python, R, Hadoop platform, SQL, supervised machine learning, unsupervised machine learning, decision trees, logistic regression, natural language proc
Data Visualization, Scala, C, Python, Java,.net, SQL, NoSQL, Hadoop, HDFS, YARN, MapReduce, Pig,Hive, Flume, Sqoop, zookeeper, oozie, Apache spark,
Tableau, Angular.js, d3.js, Python,, Qlik, Tibco Spotfire, Plotly, relational database, NoSql, HTML, CSS, Domo, Microsoft Power Bl, Strong analytical skills
DevOps methods, Agile methods, Oracle, MySQL, Linux commands, QC, Bugzilla, Jira, VBScript, JavaScript, C#, Shell scripting, Perl scripting, understandi
DevSecOps, Python, Ruby, Java, Javascript, PHP, Bash, Shell and Node.js, DevOps automation, Docker, puppet, Chef,Linux, Ansible, jenkins, Bamboo, Te
Python, R, Java, C++,Apache Spark, Hadoop, Cassandra, MongoDB, PyTorch, Theano, TensorFlow, convolutional neural network, recurrent neural netw«
Data visualization, RDBMS, DBMS, Python, data migration,Relational database management systems, C, C++, Java, Perl, database administration,SQL, M
Scala, Hadoop, HPCC, Storm, Cloudera, Rapidminer, SPSS, SAS, Excel, R, Python, Docker, Kubernetes, MapReduce, Pig, MySQL, SQL, Cassandra, MongoDI

Figure 5.9: Skill Data

Skill Data Figure 5.9 display the skills required for every job which are all-included.

IJCRT2208099 | International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org | a782


http://www.ijcrt.org/

www.ijcrt.org © 2022 IJCRT | Volume 10, Issue 8 August 2022 | ISSN: 2320-2882
Actual Output

Figure 5.10: Recommended Skills Output

VI. CONCLUSION AND FUTURE WORK

Job Recommendation System has a major role to play among recommending systems. With the presence of new
algorithms and techniques, the system needs to evolve along with it. The main objective of this project is to recommend
a suitable job for the candidates.

This project has two pre-processing methods, one text mining method and one similarity function. The pre-processing
methods are stop words and porter stemmer. The text mining method is tf-idf. The similarity function is a cosine similarity
function. Pre-processing methods are used with resumes and with jobs description, to make the system more efficient by
avoiding some garbage words. Tf-idif is used in processed resumes and processed jobs descriptions to-convert it from
text to matrix to compare. Cosine Similarity will measure the similarity between the resume and-each job description.
Finally, it will display the scores for the jobs in a sorted way. There is also a pie chart which is used to visualize the
percentage of the scores which is got by the candidate for the jobs. Then use a list compare method to compare the resume
and job skills to recommend the skills to be improved by the candidate.

FUTURE WORK

In this proposed work, there is only job recommendations and skill suggestion for IT jobs. It can be improved by
suggesting jobs and skills for the Non — IT jobs. In the future, some can find a better choice to find similarity than a
cosine similarity. It makes the recommendation more accurate.
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